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Figure from ”Taking Care of The Discretization Problem: A Comprehensive Study of the Discretization Problem and A Black-Box Adversarial Attack in Discrete Integer Domain”,
Lei Bu; Zhe Zhao; Yuchao Duan; Fu Song.

However, DL is vulnerable to adversarial examples…

Deep learning and adversarial examples



Attack and defense

An extensive number of adversarial attacks have been proposed 
since C. Szegedy et al.

Reference:
Christian Szegedy, Wojciech Zaremba, Ilya Sutskever, Joan Bruna, Dumitru Erhan, Ian Goodfellow, and Rob Fergus. 2014. Intriguing Properties of Neural 
Networks. In Proceedings of International Conference on Learning Representations. 
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Distance constraint: 
𝑳𝟎, 𝑳𝟐, 𝑳%



Attempted defenses against adversarial examples:

Reference:
Christian Szegedy, Wojciech Zaremba, Ilya Sutskever, Joan Bruna, Dumitru Erhan, Ian Goodfellow, and Rob Fergus. 2014. Intriguing Properties of Neural 
Networks. In Proceedings of International Conference on Learning Representations. 
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Attack and defense

Reference:
Slides made by Prof. Hang Su from AML-CV Workshop at CVPR 2021

Adaptive attacks [Athalye et al.,
2018]

Optimization-based attacks [Calini and
Wagner, 2017]

Iterative attacks [kurakin et al.,
2016]

Attacks Defenses

Adversarial training with FGSM [Kurakin et al.,
2015]One-step attacks [Goodfellow et al.,

2014]

Defensive distillation [Papernot et al.,
2016]

Randomization, denoising [Xie et al., 2018; Liao
et al., 2018]
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Attack as defense: Intuition
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Attack as defense: Intuition
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Characterization: Robustness

CLEVER Score

Reference:
Tsui-Wei Weng, Huan Zhang, Pin-Yu Chen, Jinfeng Yi, Dong Su, Yupeng Gao, Cho-Jui Hsieh, and Luca Daniel. 2018. Evaluating the Robustness of 
Neural Networks: An Extreme Value Theory Approach. In Proceedings of International Conference on Learning Representations. 
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Characterization: Attack Costs

More robust, more difficult to attack. 
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More robust, more difficult to attack. 

Verification Approximation
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Statistics based detector

Only needs benign samples for training

Figure from Wikipedia

If 𝑧* < ℎ, then 𝑥 is adversarial example 

Detection Approach

K-NN based

Figure from Wikipedia

𝑘 - nearest neighbors based detector

Training set contains: benign samples attack costs
adv examples attack costs

Z-score based



Figure from Wikipedia

Ensemble Detection Approach

Different attack methods have different characteristics.

Can these ‘attack as defense’ methods be combined?



Ensemble Detection Approach

K-NN based

Z-score based

Different attack methods have different characteristics.

Can these ‘attack as defense’ methods be combined?

Train the detector with 𝑛-dimension attack iterations, where 𝑛 is the number of attacks.  

For each attack, we can construct a Z-Score detector, so we have 𝑛 independent detectors.

Consider 𝑘 as a hyper-parameter, the ensemble detector classifies an input to adversarial if 
at least 𝑘 detectors classify the input to adversarial, otherwise benign. 
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Experiments

RQ1. How to select effective attacks for defense?
- Generate adversarial examples with codes and models from [1]
- Select 8 famous adversarial attack methods as defense
- Implemented by Foolbox (https://github.com/bethgelab/foolbox)
- Compare the attack costs between benign and adversarial examples

RQ2. How effective are the selected attacks for defense? 

RQ3. How effective and efficient is A2D (i.e., detection)? 

Reference:
[1] Reuben Feinman, Ryan R Curtin, Saurabh Shintre, and Andrew B Gardner.2017. Detecting adversarial samples from artifacts. arXiv preprint 
arXiv:1703.00410 (2017). 

https://github.com/bethgelab/foolbox


RQ1: How to select effective attacks for defense?

Figure. Attack time of benign and adversarial examples, where 𝑦-axis means seconds 



RQ1: How to select effective attacks for defense?



White-box Attack

Black-box Attack

𝐿1 Distance Metrics 

𝐿𝟐 Distance Metrics 

𝐿% Distance Metrics 

Figure. Attack iterations of benign and adversarial examples

RQ1: How to select effective attacks for defense?

Answer to RQ1: Both attack time and the number of 
iterations can be used to select effective attacks for defense, 
while non-iterative attacks are not effective. 



Experiments

RQ2. How effective are the selected attacks for defense?
- Select 4 baselines, 

KD+BU, LID (ICLR'18), mMutant (ICSE’19), Dissector (ICSE’20)
- Evaluation metric: AUROC
- For a fair comparison, we conduct comparison directly using the same        

target models and attacks provided by baselines

RQ1. How to select effective attacks for defense? 

RQ3. How effective and efficient is A2D (i.e., detection)? 

Reference:
[1] Xingjun Ma, Bo Li, Yisen Wang, Sarah M. Erfani, Sudanthi N. R. Wijewick- rema, Grant Schoenebeck, Dawn Song, Michael E. Houle, and James Bailey. 
2018. Characterizing Adversarial Subspaces Using Local Intrinsic Dimensionality. In Proceedings of International Conference on Learning 
Representations. 
[2] Jingyi Wang, Guoliang Dong, Jun Sun, Xinyu Wang, and Peixin Zhang. 2019. Adversarial sample detection for deep neural network through model 
mutation testing. In Proceedings of the 41st International Conference on Software Engineering. IEEE, 1245–1256. 
[3] Huiyan Wang, Jingwei Xu, Chang Xu, Xiaoxing Ma, and Jian Lu. 2020. Dissector: Input Validation for Deep Learning Applications by Crossing-layer 
Dissection. In The 42th International Conference on Software Engineering. ACM, 727–738. 



RQ2: How effective are the selected attacks for defense? 

Answer to RQ2: Against most attacks on 3 
environments, the selected white-box attacks 
JSMA𝑑, BIM𝑑 and BIM2𝑑 are more effective than 
the baselines. 



RQ2: How effective are the selected attacks for defense? 

Q: Why the AUROC results on ImageNet of 
JSMA𝑑 and DBA𝑑 are close to or surpass BIM𝑑?

A: Image dimension.



RQ2: How effective are the selected attacks for defense? 

Q: Why the AUROC results on ImageNet of 
JSMA𝑑 and DBA𝑑 are close to or surpass BIM𝑑?

A: Image dimension.

Q: Why BL2 performs better than the others on 
CIFAR10 adversarial examples crafted by FGSM?

A: Model accuracy. 



Experiments

RQ3. How effective and efficient is A2D (i.e., detection)?
- K-NN based detectors and Z-Score based detectors
- Evaluation metric: detection accuracy

RQ1. How to select effective attacks for defense? 

RQ2. How effective are the selected attacks for defense?



RQ3. How effective and efficient is A2D (i.e., detection)?          

Using K-NN based detector on MNIST dataset as a demo:

Figure. Detection accuracy, where 𝑥-axis means 
the class of inputs, different lines represent the 

detection results of different detectors

The average detection accuracy and time cost:

- JSMA𝑑 : 90.84%, 1.8ms

- BIM𝑑 : 98.09%, 2.1ms

- BIM2𝑑 : 96.17%, 2.1ms

- DBA𝑑 : 87.42%, 11ms

- END (Ensemble detector) : 99.35%, NA



RQ3. How effective and efficient is A2D (i.e., detection)?          

Some findings:

- DBA𝑑 performs worse, but could protect the privacy of the model 

- END performs better

- Z-Score based detectors are able to achieve comparable or even better accuracy than K-
NN based detectors, although Z-score based detectors only use benign examples

- For white-box attacks, attacking an adversarial examples requires only about 10 
gradient queries on average

- Our detectors and corresponding parameters have good interpretability, the defenders 
can adjust FPR and other results according to their needs
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If the attacker know the existence of ‘attack as defense’, what would they do?
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Adaptive attack

If the attacker know the existence of ‘attack as defense’, what would they do?

Encode the attack cost into the loss function? 

Do we have any other ways to increase the attack cost?

Increase the confidence/strength of adversarial examples

Initially considered by Carlini and Wagner for increasing transferability 

Reference:
Nicholas Carlini and David A.Wagner. 2017. Towards Evaluating the Robustness of Neural Networks. In Proceedings of IEEE Symposium on Security and 
Privacy (S&P). 39–57.

Confidence is controlled by the parameter 𝜅



Adaptive attack

Increasing 𝜅 from 0 to 8 on MNIST:

CLEVER Score ≈ 0

No. of Attack Iterations = 1.01  
𝜅 = 0    
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Adaptive attack

Increasing 𝜅 from 0 to 8 on MNIST:

CLEVER Score ≈ 0

No. of Attack Iterations = 1.01  
𝜅 = 0    

CLEVER Score =  0.17

No. of Attack Iterations = 42.59  
𝜅 = 8    

Does this mean that attack as defense is invalid?

CLEVER Score ≈ 0

No. of Attack Iterations = 1.01

𝐿2 distance = 1.71

𝜅 = 0    

CLEVER Score =  0.17

No. of Attack Iterations = 42.59

𝐿2 distance = 2.53

𝜅 = 8    



Adaptive attack

Combine A2D with other detectors that are aimed at large distortion. 



Adaptive attack

Combine A2D with other detectors that are aimed at large distortion. 



Adaptive attack

Combine with adversarial training which enhances the DL model, 
so the attackers cannot generate adversarial examples with high 𝜅 easily. 



Adaptive attack

Combine with adversarial training which enhances the DL model, 
so the attackers cannot generate adversarial examples with high 𝜅 easily. 

Benign
Airplane

Attack to ‘Cat’

Attack to ‘Horse’

𝜅 = 0 𝜅 = 10
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